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1. Let {Xt}t≥0 be Gaussian process with mean function µ and covariance function Σ, and
let θ : [0,∞) → R be arbitrary. Then define

X̃t =

∫ t

0

θ(u)X(u)du.

for t ≥ 0. Show that {X̃t}t≥0 is a Gaussian process, and find its mean function and
covariance function.

2. For an any k ≥ 1 and any function ϕ : [0,∞) → Rk, define the function Σ(s, t) =
⟨ϕ(s), ϕ(t)⟩ for all s, t ≥ 0. Construct a centered Gaussian process {Xt}t≥0 with Σ as its
covariance function.

3. Let {Xt}t≥0 be a cosine process with parameters σ2 > 0 and λ > 0, meaning

Xt = ε1 cos(λt) + ε2 sin(λt)

for all t ≥ 0, where ε1, ε2 are independent identically-distributed samples from N (0, σ2).

Show for all k ≥ 0 that the kth derivative process {X(k)
t }t≥0 is a cosine process, and find

its parameters.

4. For v ∈ R2 and θ > 0, consider the following model for a particle in viscous fluid: We
have X0 = 0 ∈ R2, and

Xn −Xn−1 = v − θ(Xn −Xn−1) + εn

for n ≥ 1, where ε1, ε2, . . . are independent, identically-distributed samples from N (0, σ2)
for σ2 > 0. Find the conditional distribution of X1 given {Xn = x} for n ≥ 0 and x ∈ R2.

5. Let {Xn}n≥0 be a Gaussian random walk, meaning X0 = 0 and Xn = Xn−1+εn for n ≥ 1,
where ε1, ε2, . . . are independent, identically-distributed samples from N (0, σ2). Also fix
an integer m ≥ 1.
(a) Find the conditional distribution of {Xn}0≤n≤m given {Xm = 0}.
(b) Show that {Xn − n

m
Xm}0≤n≤m has the distribution of (a).
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