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SPRING 2025

Assigned: Wed, Apr 16
Due: Fri, Apr 25

1. Show that, if a continuous-time Gaussian process {Xt}t≥0 is mean-square continuous, then
the conditional distribution of {Xt}t≥0 given {Xr = x} is mean-square continuous for any
r ≥ 0 and x ∈ R.

2. Let {Xt}t≥0 be a centered Ornstein-Uhlenbeck process, meaning its covariance function
is Σ(s, t) = exp(−γ|t − s|) for some γ > 0. Find the conditional distribution of {Xt}t≥0

given {X0 = 0}.

3. Let {Xt}t≥0 be a centered Gaussian process with square-exponential covariance function
Σ(s, t) = exp(−γ|t − s|2), and take β > 0. Find a function v : [0,∞) → R such that we
have the following convergence of the conditional distribution(

Xt

∣∣∣∣X0 = 0, X ′
0 = v(t)

)
→ N (β, 1)

as t → ∞. (Recall that, without conditioning, Xt has distribution N (0, 1) for all t ≥ 0.)

4. Let Σ(s, t) = exp(−γ|t − s|) be the Ornstein-Uhlenbeck covariance function, for some
γ > 0. Verify that we have ∫ ∞

0

Σ(s, t)ϕ(t) dt = λϕ(s)

whenever λ and ϕ are defined as

λ =
2γ

w2 + γ2

ϕ(t) =

√
2w2

2γ + w2 + γ2
cos(wt) +

√
2γ2

2γ + w2 + γ2
sin(wt).

for some w ≥ 0.

5. Let {Xt}t≥1 be a centered Gaussian process with covariance function Σ(s, t) = a2s−2t−2

for some a2 > 0. Find the Karhunen-Loève expansion of {Xt}t≥1.
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